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We study the passive layer formation observed when a metal is immersed in an oxidizing solvent and
propose a model based on two different schemes to describe the evolution of the solid film and the liquid
phase. The formation of the passive layer is simulated at a mesoscopic scale, whereas the concentrations
in soluble species in the liquid are deduced from the numerical resolution of a macroscopic equation.
The evolution of the two phases is coupled by the particular boundary conditions imposed at the moving
interface. The simulation model involves reaction and diffusion processes, including a poisoning of the
traveling interface due to chemical species initially added to the solvent or produced by the growth reac-
tion itself. Depending on the parameter values, in particular on the production of poison during the
growth reaction, different asymptotic behaviors are reached. The simulation brings out the existence of
a large parameter domain in which the system spontaneously evolves toward a critical state. This
behavior follows a short transient regime associated with the growth of a thin compact structure. The
existence of such a primary layer in contact with the metal has been invoked in the literature to explain
experimental results on lithium batteries. In stationary conditions, the layer observed is porous and
characterized by a self-similar geometry. We find an order parameter whose fluctuations are controlled
by the diffusion coefficient of the poisoning species and have a power-law behavior. The concept of self-
organized criticality has been proposed to unify such a dynamical regulation around a critical state in an
open nonlinear spatiotemporal system. We believe that the growth of thick films offers an example of
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this behavior.

PACS number(s): 68.45.—v, 82.20.Wt, 82.20.Mj, 64.60.Ak

I. INTRODUCTION

The growth dynamics of thick films and the mecha-
nisms governing the selection of their morphology have
not yet been totally elucidated. Among these complex
spatiotemporal processes, the passivation of a metal is a
subject of substantial fundamental and practical interest
[1-19].

In this paper, we study the passive layer formation ob-
served when a metal is immersed in an oxidizing solvent.
This phenomenon has received particular attention owing
to its industrial implications in the optimization of lithi-
um battery performances [1-18]. During the storage of a
liquid cathode battery before its use, the lithium anode is
covered by a thick insulating layer. This passive layer

will disturb the current passage when the battery will be -

used as a generator [1-3]. Nevertheless, the use of a
liquid cathode confers specific properties on the cell,
which justifies its preferential choice in many military
and civil applications in spite of the nuisance to the
anode.

The passive layer formed on the anode has been ob-
served by means of scanning electron microscopy and
may reach a width of 100 um [2]. A class of existing
macroscopic models has been elaborated upon from a
comparison with experimental impedance measurements.
They usually assume that the passive film is constituted
by two sublayers, a thin compact primary sublayer and a
thick porous secondary sublayer [4-9]. It is to be noted
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that the compact primary layer has never been directly
detected but its suspected existence and its properties are
supposed to determine the amplitude of the instantaneous
voltage drops observed during the first discharge of the
battery [1-3,10]. The characteristics of the voltage
recovery that follows are imputed to the morphology of
the secondary porous layer. Many experimental studies
have been devoted to the variables that may affect the
voltage delay effect. These variables include the nature
and the concentration of species present in the solvent.
In particular, some of these additives induce morphologi-
cal modifications revealed by alleviation of the voltage
delay effect [2,3,10-14]. The role played by the sulfur
dioxide, which can be added to the liquid phase, is
specific since it is also produced by the growth reaction
itself. Note that the composition of the layer is not
affected by the use of additives [2,15].

Our goal, in this paper, is to build a simulation model,
based on physical hypotheses, which attempts to capture
the main features of the passivation process. Our aim is
not to come to a quantitative comparison with experi-
mental results but to bring out the minimal ingredients
necessary to understand the early growth of thick films.
We assume that the layer growth is controlled by
reaction-diffusion processes. We draw particular atten-
tion to the chemical reactions occurring at the interface
between the passive layer and the solvent. It is essential
to describe the possible adsorption of some chemical
species on the reactive sites of the interface. As a conse-
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quence, the description of the diffusion of these blocking
additives in the liquid phase will also be crucial to discuss
the further growth or the poisoning of the reactive inter-
face.

The paper is organized as follows. Bringing out first
the elementary processes governing the beginning of the
passivation, we then detail in Sec. II the simulation pro-
cedure. Section III is devoted to the simulation results
obtained for a constant or a spatiotemporal description of
the blocking probability deduced from the additive con-
centration. In this last case, we propose to interpret the
regulation of porous growth around a critical state in
terms of self-organized criticality. In particular, we
determine the scaling laws that characterize the layer
morphology, such as fractal properties. We conclude in
Sec. IV.

II. THE SIMULATION MODEL

Our study is applied to the lithium anode passivation
by a lithium chloride layer during the storage of a
lithium~thionyle chloride cell. Note that we do not ana-
lyze the effects of current passage.

A. The elementary processes governing
the beginning of the passivation

The passivation of a planar surface of lithium im-
mersed in thionyle chloride, SOCI,, involves a large num-
ber of elementary chemical reactions. Nevertheless, a re-
duced kinetic model is commonly admitted [16—18]. The
first step consists in the oxidation of the lithium metal ac-
cording to

Li—>Lit+e™ . (1)

In the second step, the thionyle chloride is reduced at the
solid-liquid interface and the lithium chloride precipitates
on the previously formed layer according to

4Lit +4e ™ +2S0Cl,—4LiCl1+S0,+S , (2)

where the produced sulfur dioxide, SO,, is soluble in the
solvent. Reaction (2) takes place in the presence of some
soluble additives A and salts like LiAsFq.

Experiments [2,3,10—14] have shown that the presence
of additives A in the solvent as well as the concentration
of SO, itself play a major role in the LiCl layer structure.
In order to account for the influence of additives includ-
ing SO,, we make the following conjecture: the layer
growth may be locally hindered by blocking effects in-
duced by the presence of additives 4 on the layer-solvent
interface. According to this hypothesis, reaction (2) is
likely to occur only in so-called reactive interfacial sites,
denoted R, in opposition to blocked interfacial sites,
denoted B. The blocking phenomenon may be modeled
by the following nonreversible step:

R+A4—->B. (3)

We admit that the role played by additives, including
SO,, in the interface poisoning is the same whatever their
chemical nature. Figure 1 gives a schematic representa-
tion of the phenomena leading to the formation of the
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FIG. 1.
processes governing the LiCl passive layer growth.

Schematic representation of the reaction-diffusion

LiCl layer. It exhibits two boundaries moving in two op-
posite directions: a solid-solid interface between the lithi-
um metal and the LiCl layer and a solid-liquid interface
between the LiCl layer and the solvent. Reaction (1)
occurs at the solid-solid interface whereas reaction (2)
takes place at the solid-liquid interface. Consequently,
the further LiCl layer growth requires the transport of
Li" ions and electrons through the previously formed
layer from the Li-LiCl interface up to the LiCl-solvent in-
terface [20]. We wish to model the very beginning of the
passive layer growth. At this early stage of LiCl forma-
tion, the passive layer is very thin and we assume that the
limiting step with respect to Li™ diffusion is the lithium
corrosion step given by Eq. (1). In this model, we neglect
the backward movement of the Li-LiCl interface due to
the metal corrosion and assume that this interface
remains straight. We thus admit that a constant number
of Li" ions reaches the layer-solvent interface maintain-
ing it out of equilibrium. We wish to examine the possi-
bility of a structure change from a compact to a porous
growth. At this early stage, the diffusion of SOCl, may
be neglected and the liquid phase may be considered as a
reservoir of SOCI, [21].

To sum up, we choose to model the passivation of the
metal by reaction and diffusion processes. The kinetic
model reduces to three elementary steps labeled (1), (2),
and (3). We think that it is crucial to follow the evolution
of blocking species concentration in the neighborhood of
the reactive interface, which requires the description of
their diffusion in the liquid phase.

B. The simulation procedure

The LiCl layer growth appears as a complex spatiotem-
poral out-of-equilibrium phenomenon. In order to inves-
tigate the heterogeneous processes governing the layer
growth, we propose a simulation scheme that combines
two distinct methods and proposes descriptions of the
solid and liquid phases at two different levels. An analo-
gous approach has also been adopted to study
solidification under nonequilibrium conditions [22,23].
In our case, the solid phase growth simulates a general-
ized percolation cluster growth at a mesoscopic scale. In
a pure percolation cluster growth model, an interfacial
solvent site R is transformed with a probability p into a
blocked site B or into a new solid site with a probability
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1—p. The specificity of our simulation growth model is
to introduce a blocking probability p (x,y,t) that depends
on both space (x,y) and time ¢, proportionally to the con-
centration in blocking agents 4 (x,y,t). Thus, the block-
ing probability is a dynamical variable governed by the
diffusion of additives in the liquid phase. The evolution
of the additive concentration, A (x,y,t), in the liquid
phase is not simulated but deduced from the numerical
resolution of a deterministic diffusion equation with par-
ticular boundary conditions imposed by the growing solid
front.

Contrary to the solid phase evolution that includes
fluctuation effects, the liquid phase evolution is described
at a macroscopic level. The two different schemes adopt-
ed to describe the solid and the liquid phases are inti-
mately intricate since the local growth of the solid de-
pends on the blocking probability or equivalently on the
concentration in additives in the site considered. Re-
ciprocally, the evolution of the additive concentration de-
pends on the boundary conditions imposed by the moving
interface itself.

At the mesoscopic level chosen to simulate the solid
phase, we consider a square lattice of constant @ in which
each site represents a group of molecules of a given
species. It can be occupied by solid species, Li and LiCl,
or by a solvent species. We define a reactive site R as an
interfacial solvent site that has at least a side in common
with a LiCl site. A reactive site R may be transformed
into a blocked site B through reaction (3). Thus, a site
may be occupied by five different species. A solid site oc-
cupied by the lithium metal or by LiCl is respectively la-
beled M or L. A liquid site may be labeled R, B, or S if it
is respectively a reactive, blocked, or noninterfacial sol-
vent site. Double occupancy of a lattice site is forbidden.
This coarse graining allows us to study the phenomena
occurring at a length scale greater than the lattice con-
stant a. For computing-time requirements, we simulate a
two-dimensional (2D) medium.

Initially, the interface between the metal and the sol-
vent is a straight line in the direction y at which the reac-
tions (1), (2), and (3) occur, corroding the metal and cov-
ering it by a layer of LiCl. Neglecting the metal corro-
sion, the Li-LiCl interface remains a straight line. The
growing interface between LiCl and the solvent propa-
gates in the direction x perpendicularly to the initial met-
al surface. Periodic boundary conditions are imposed in
the direction y.

As mentioned above, we assume a constant corrosion
rate; i.e., we assume that, due to reaction (1), a constant
number ® of LiT ions is formed during one time unit.
This hypothesis leads to a constant time interval At be-
tween two successive creations of a LiCl site. We recall
that a site contains a large number of molecules. Taking
into account the size and structure differences between
the primitive cells of LiCl and Li crystals, the corrosion
of a lithium site leads to the formation of a LiCl sites
with a@ > 1. The time interval Az between two successive
creations of a LiCl site is chosen as the simulation time
unit and may be expressed in terms of physical constants
by
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At=1/a® . : (4)
We introduce discrete space and time variables as
. X .Y _t
7 — AL 5
I= JT o ST (5)

where i, j, and s are integers, a is the lattice constant, and
At is the time unit.

In the simulation procedure, the concentration in addi-
tives in each solvent site has to be calculated. The same
cell size a is chosen to describe the solid and liquid
phases. The additive concentration is supposed to be
constant in a cell but varies due to diffusion from one cell
to another. The initial concentration in additives 4 is
homogeneous and eventually equal to zero. The same
blocking probability p,, is initially assigned to each inter-
facial site according to

Po=kAd,, (6)

where k is the normalization constant.
Whatever time s, the blocking probability at the inter-
facial solvent site of coordinates (i, ) is given by

Pijs=kA, @

s o8 0

where 4, ; ; is the concentration of additives in this site.

A simulation step consists in a growth step leading to
the formation of a new LiCl site and in an update of the
additive concentration in the solvent. The processes of
growth and diffusion are executed sequentially.

During a growth step occurring at time s, a first reac-
tive site R of coordinates (iy,j,) is randomly chosen and
irreversibly transformed into a blocked site B with an in-
stantaneous local blocking probability Pig,jys OF into a

LiCl site L with a probability 1——p,-0, Joos® The additive

concentration in this site is updated, whatever its new na-
ture, B or L, according to

A s =0, VUs'>s . (8)
Actually, the solvent has been either pushed by the for-
mation of a new LiCl solid site L or irreversibly trapped
in a blocked site B, which is no longer concerned with
diffusion processes. If the site (iy,j,) has been
transformed into a site L, its nearest neighbors, which are
occupied by a solvent species, become reactive sites R
and the growth step ends. Otherwise, a new reactive site
R is chosen and this procedure is repeated until a reactive
site is actually transformed into a LiCl site L. Note that
it may occur after several transformations of reactive
sites R into blocked sites B.

The growth step is followed by an updating of the addi-
tive concentrations in each solvent site of nature R or S.
The transformation of a reactive site at (iy,j,) into a site
L locally increases the concentration in additives and in-
troduces source terms in the equation governing the evo-
lution of the additive concentration in the nearest-
neighbor solvent sites. More precisely, the particular
boundary conditions imposed by the growing LiCl front
lead to the following discrete equation for the additive
concentrations in a solvent site R or S located at (i, j):
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Ajjs+1= A std(A; AT Ai,j+1,s+ A
+(6,-,,-U+18j,j0+6,~3i0__16j,j0+8,»‘,»08jyj0,,+64 )
where the parameter d is given by
d =DAt/a’, (10)

B, ;s is the number of nearest neighbors of cell (i, j) occu-
pied by a solvent species R or S at time s. Note that the
additive concentration in a site (i, ) of species M, L, or B
at time s obeys 4;; ,=0. The quantity g, homogeneous
to a concentration, is deduced from the amount of SO,
formed by the chemical reaction (2) during A¢ in the cell
(igsjo)- The last term in Eq. (9) represents the concentra-
tion increase due to the growth reaction (2) and to the
progression of the solid phase in the site (ig,/,), which
has pushed forward the liquid. This local excess has been
shared among the nearest neighbors of site (iy,j,). Note
that the same time unit At defined in Eq. (4) is chosen to
simulate the solid phase and to integrate the diffusion
equation (9) in the liquid phase. Then a new cycle of
growth and diffusion is executed, and so on.

The simulation model reduces to the classical Eden
model [24-26] for a vanishing blocking probability p =0.
It presents analogies with the percolation cluster growth
model [26,27] if p remains homogeneous in space and sta-
tionary in time.

III. RESULTS

A. Constant and homogeneous poisoning

Before examining the results deduced from the simula-
tion model presented in Sec. II B, we first give the main
properties of the structures obtained for a stationary and
homogeneous blocking probability p. In the frame of this
simple model, the LiCl layer growth crucially depends on
the value of the single parameter p. We observe a bifur-
cation between a growth regime and a totally poisoned
regime for a critical value p, of the blocking probability
p. This critical value is related to the percolation thresh-
old p, of the blocked sites. The value of p. depends on

the dimension of the lattice and equals
Pp.=0.405+0.005=~1—p, (11)

for a square lattice of dimension 2 [26,28].
Figure 2 represents the bifurcation diagram obtained.

stationary
th regi
, growth regime stopped growth
- T o
0 compact P poisoned interface 1p

A
layer porous layer

FIG. 2. Bifurcation diagram in the case of a stationary and
homogeneous blocking probability p. Stability domains of the
asymptotic regimes observed for different values of p.
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In a large parameter domain, the model accounts for the
stationary growth of a rather compact and homogeneous
structure as shown in Fig. 3(a). A porous structure given
in Fig. 3(b) develops only in critical conditions.

More quantitatively, the different growth regimes may
be characterized by the time evolution of the number ny
of reactive sites R, as seen in Fig. 4. If p <p_, the number
of reactive sites, ny, slightly fluctuates around a station-
ary value. On the contrary, one observes for p =p, large
fluctuations around a smaller mean stationary value.
This amplification of the fluctuations near p, character-
izes the vicinity of the transition. If p > p_, the number of

500—

500

FIG. 3. Snapshots of the LiCl passive layer simulated on a
500X 500 lattice with a stationary and homogeneous blocking
probability p. The front propagates in the direction x labeled i.
The lithium metal is represented by the straight line i =0. LiCl
sites are black, solvent sites are white. (a) For p =0.2, compact
stationary growth in noncritical conditions, (b) for p =0.405,
porous stationary growth in critical conditions.
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FIG. 4. Time evolution of the number ny of reactive sites for
different values of the stationary and homogeneous blocking
probability p.

reactive sites decreases and finally vanishes when the in-
terface is totally poisoned.

The two different growth regimes observed for p <p,
and p =p, may also be characterized by the fractal prop-
erties of the simulated layer. From a computational
point of view, the most efficient method to determine the
fractal dimension is the box-counting method [26,29].
The layer structure appears as a cloud of points embed-
ded in a 2D space. Covering the 2D space by a grid and
defining N(r) as the number of square boxes of side r
necessary to cover the layer, we plot log,o[ N (r)] versus

71\ T 1T | T T 17T ‘.l T T T T 1T !ﬁ
5 [= . 2p=0.200 _
O 0 p=0.407 1
— L o =, "A=0. kq=0.65, d=0.15
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S 4 0w, —
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Z i :
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S I ]
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3
1 14 1 lLl ) T | | I - \ 1
0 0.5 1 1.5 2
log (1)

FIG. 5. The box-counting method: determination of the cov-
ering dimension or capacity D3 of LiCl layers simulated from
two different models. N(r) is the number of square boxes of
side 7 necessary to cover the interface. The open symbols corre-
spond to simulation results on a 1500X 1500 lattice for a sta-
tionary and homogeneous blocking probability p. The curves
drawn with open triangles (A ) and open squares (O) are respec-
tively obtained in noncritical (p =0.200) and critical
(p =0.405) conditions. The solid squares (M) correspond to
simulation results on a 500X 500 lattice for a dynamically con-
trolled blocking probability p (x,y,t) in the parameter domain II
where the dynamics maintains the system in critical conditions.
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FIG. 6. The Grassberger-Procaccia method: determination
of the correlation dimension D§ of LiCl layers simulated from
two different models. G(r) is the spatially averaged number of
layer sites in a disc of radius 7. The meanings of the symbols are
identical to those in Fig. 5.

log,o(7). The modulus of the slope of the linear region
characterizes the global fractal properties of the struc-
ture. It is known as the covering dimension or capacity
D3. Results are given in Fig. 5. In the region where
p <p., we find

D5(p <p.)=1.98+0.02 , (12)
whereas we obtain in critical conditions
D3(p =p.)=1.88+0.02 . (13)

The Grassberger-Procaccia method [26,29,30] gives ac-
cess to another fractal dimension, the correlation dimen-
sion D3. Defining G (r) as the spatially averaged number
of layer sites in a disk of radius r, we plot log,o[G (7)]
versus log,o(7). The slope of the linear region is the
correlation dimension. Results are given in Fig. 6 and
lead to

D$(p <p,)=1.98+0.02 ,

(14)
D3 (p=p.)=1.8710.02 .

The values of the fractal dimensions deduced from the
box-counting method and from the Grassberger-
Procaccia method are in very good agreement, proving
that the structures are not multifractal [29]. Moreover,
the values of D3 and D3 are close to the theoretical pre-
dictions in the case of the percolation cluster growth
model. In particular, the structures that develop in the
domain where p <p,, associated with a dimension very
close to 2 cannot be considered as fractal. On the con-
trary, the layer that exists for p =p. is qualitatively
different, and possesses a self-similar structure character-
ized by a fractal dimension smaller than 2. We find with
a good precision the value 3! predicted in the frame of
the percolation cluster growth model [26,31].

The fractal properties of the instantaneous interface
between the previously formed LiCl layer and the liquid
phase may also be used to discriminate between the two
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different kinds of structures. In order to determine the
interface, it is essential to define two dual sets of sites
[32,33]. The metal is supposed to be at the bottom of the
system and the solvent at the top. We give the label 1 to
solid sites M and L. Liquid sites R, B, and S are labeled
0. The interface is defined as the last line of nodes labeled
1, which are connected to the bottom boundary through
first neighbors and which are first or second neighbors to
nodes labeled 0, which are themselves connected to the
top boundary by the same rule, i.e., through first or
second neighbors [32,33]. The instantaneous lattice state
can be viewed as a coast with an earth possessing lakes
and a sea. Note that there are no islands since the reac-
tive sites are defined as first neighbors to previously
formed sites in order to ensure the mechanical rigidity of
the layer.

To determine the front of solid species or interface, we
use an algorithm proposed by Hoshen and Kopelman in
the frame of the percolation theory [27,34]. The correla-
tion dimension D? of the interface is determined in Fig. 7
from the Grassberger and Procaccia method. In noncrit-
ical conditions, the interface width is small and the front
appears as a straight line at large scale. Consequently,
the slope of the curve associated with p <p, in Fig. 7
tends to 1 as soon as the disk radius around an interfacial
site exceeds 10 lattice sites. The determination of the
fractal dimension is only possible in a narrow interval of
small disk radii and is not accurate. We find

DI(p<p.)=1.45+0.05 . (15)

Within the uncertainties, we recover the theoretical value
1.50 predicted for an interface obtained from the Eden
model [26]. In critical conditions, the interface is large
and ramified. It is quantitatively characterized by the
following fractal dimension:

Di(p=p,)=1.58+0.02 . (16)

The value we obtain seems larger than the value 1.5 asso-
ciated with the Eden model. As mentioned by Gouyet
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FIG. 7. Determination of the correlation dimension D} of
the layer interfaces using the Grassberger-Procaccia method.
The meanings of the symbols are identical to those in Fig. 5.
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[26], the fractal dimension of the interface differs from
the value 1.75 associated with an infinite percolation clus-
ter [26,31,32,35,36].

To sum up, let us point out that, for a constant and
homogeneous poisoning, the porous growth appears only
in marginally stable conditions at the frontier between a
compact growth regime and a totally poisoned regime
where growth is stopped. This result, which restricts the
porous growth to a very particular parameter value, does
not agree with the observation of porous structures what-
ever the experimental conditions. In order to describe
the existence of a compact layer close to the metal fol-
lowed by a thick porous layer, a model that includes a
temporal evolution of the growth conditions is required.
In particular, it is necessary to follow the dynamics
governing the concentration in blocking species.

B. Dynamically controlled poisoning

In this section, we give the simulation results obtained
when the blocking probability p (x,y,t) is deduced from
the dynamical evolution of the additive concentration in
the liquid phase according to Eq. (9). In order to
differentiate the effect of the four parameters A4, %, g,
and d on the growth dynamics, we first consider two limit
cases corresponding either to an absence of initial supply
in additives or to a negligible production of SO, by chem-
ical reaction (2).

Imposing first a vanishing initial concentration in addi-
tives, A,=0, only two parameters are independent. The
bifurcation diagram obtained is given in Fig. 8 in the pa-
rameter space (d,kq). The influence of d on the layer
structure type is not very great and the relevant parame-
ter is the product kq. Note that, due to the finite
difference scheme used to solve Eq. (9), the value of d
obeys d <0.25 [37].

The value p, still corresponds to a critical limit be-
tween two different regimes. Whatever the diffusion
coefficient value d, a stationary compact growth regime is
reached when the parameter kq is smaller than the criti-
cal probability p.. Figure 9(a) gives a snapshot of the lay-
er obtained in these conditions. In this parameter

stopped growth
poisoned interface 11
I
-
0.65 porous stationary growth
kq pr}a = P. I8
0.405
compact stationary growth|
Pr = kq I
0
0 0.25
d

FIG. 8. Bifurcation diagram in the case of a dynamically
controlled blocking probability p (x,y,?) in the absence of initial
supply in additives ( 4,=0).
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500

]

FIG. 9. Snapshots of the LiCl passive layer for a dynamically
controlled blocking probability p (x,y,?) in the absence of initial
supply in additives (4,=0) and for the following parameter
values: (a) simulation on a 200X200 lattice in domain I,
kg =0.2, d =0.15, after a transient regime, a compact growth
regime is stabilized; (b) simulation on a 500X500 lattice in
domain II, kg =0.65, d =0.15, after a transient regime, a
porous growth regime is stabilized.

domain, labeled I, the situation is quite similar to the case
of a constant probability described in Sec. III A. The lay-
er cannot be considered as fractal but appears as a com-
pact structure of dimension 2. We define the mean prob-
ability pg(s) in the interfacial sites R, which react be-
tween time steps s and s + 1, i.e., which are transformed
either into blocked sites or into a new LiCl site during
this time unit Az. The increase of pp(s) at small time
proves the existence of a transient regime. Then, one ob-
serves the stabilization of py(s) around at time-averaged
value py equal to

Pr=kq for O<kq<p. Vd . (17)

It is noteworthy that the mean stationary value py is in-
dependent of the diffusion coefficient d and is entirely
fixed by kg, i.e., by the SO, quantity liberated by chemi-
cal reaction (2).

When kg crosses the critical limit p., a poisoning of the
interface is not observed but a porous growth is stabilized
in a large parameter domain labeled II. As shown in Fig.
8, this parameter domain is bounded from below by the
line kg =p., whatever d and from above by a line that is
not parallel to the d axis. Actually, for a fixed value of
kg, the poisoning of the interface is intuitively easier for
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FIG. 10. Mean blocking probability value pg(s) in the inter-
facial sites randomly chosen between s and s-+1 and
transformed into blocked sites or into a new LiCl site versus
time step s. The parameter values are the same as in Fig. 9(b).

small d since the additives remain a longer time in the vi-
cinity of the interface. Figure 9(b) gives a snapshot of the
porous layer obtained in these conditions. The time evo-
lution of pg(s) is given in Fig. 10. We first observe a
transient regime during which the blocking probability
goes from O to a fluctuating stationary value. The evolu-
tion at short time, characterized with a low but increas-
ing interface poisoning, is associated with the formation
of a thin compact layer that becomes more and more
porous with time. In this parameter domain, our simula-
tion model gives account for the existence of a thin com-
pact layer, formed during the transient regime and fol-
lowed by a different structure developing in stationary
conditions. The striking result is that the blocking prob-
ability of reactive sites is dynamically driven toward the
critical value p,. Whatever the parameter values inside
domain II, the time-averaged value of the blocking prob-
ability of reactive sites is locked at the marginally stable
value p.. When the stationary regime is reached, we have

ﬁR =P (18)

in the parameter domain labeled II in Fig. 8.

Qualitatively, the fluctuations of the blocking probabil-
ity pg(s) in reactive interfacial sites vary with the value
of the diffusion coefficient d. The amplitude of these fluc-
tuations may be measured by the ratio of the standard de-
viation and the mean value, \/( (pr —Dr )2>/[_7R , or
equivalently [32,35,38-43] by the quantity
(|pr —Pr|? /Pr, where { ) stands for a time average. As
shown in Fig. 11, the fluctuations fit the following power
law over more than a decade:

(lpr —Pr |
— " «
Pr

da", (19)

where the exposant 7 is equal to

n=0.17£0.02 . (20)
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FIG. 11. Scaling law verified by the fluctuations of the block-
ing probability pg(s) in interfacial sites. Logjo-logo plot of the
ratio {|pgr —pr|)/Pr vs adimensional diffusion coefficient d,
where ( ) stands for a time average.

In domain II, the layer structure appears porous and
the analysis of its fractal properties, using the box-
counting method and the Grassberger-Procaccia method
leads respectively to

D3 (domain I1)=1.87+0.02 ,

1)
D3(domain 11)=1.88+0.02 ,

as given in Figs. 5 and 6. These values are very close to
the fractal dimensions given in Eqgs. (13) and (14) in the
case of critical homogeneous and stationary blocking
probability p.. They agree with the theoretical prediction
equal to 2% in the frame of the percolation cluster growth
model [26,31].

The interface between the solid LiCl layer and the
liquid phase given in Fig. 12 possesses also a self-similar
structure of fractal dimension

DZ(domain I1)=1.60+0.02 , 22)

500

0 ; 500
J

FIG. 12. Instantaneous external boundary of the LiCl layer
obtained for a dynamically controlled blocking probability for
Ay=0, kg =0.65, and d =0.15.
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determined from the Grassberger-Procaccia method in
Fig. 7. This value agrees with the fractal dimension
found in the case of a critical homogeneous and station-
ary blocking probability and given in Eq. (16).

Finally, the bifurcation diagram given in Fig. 8 exhibits
a third parameter domain labeled III. In this domain, the
growth is irreversibly stopped due to the interface poison-
ing.

We consider now the limit case where the amount of
SO, produced by.chemical reaction (2) is negligible with
respect to the initial supply in additives. In this case, the
parameter g tends to O and the relevant variable is the
product kA,. The bifurcation diagram obtained in the
parameter space (d,kA,) is given in Fig. 13. It is
noteworthy that domain II, which corresponds in Fig. 8
to a porous growth, is now restricted to the line
vk Ay=p,., where the coefficient y is approximately equal
to 2.

In the general case where we consider the effect of ini-
tial supply in additives ( 4,70) as well as the production
of SO, during the growth (¢50), the obtainment of a bi-
furcation diagram is more tricky. The influence of d on
the layer structure remains weak, the relevant parameter
is now k (g +7y A ) where the coefficient ¥ is still equal to
2. The bifurcation diagram in the parameter space
(d,k(q +y Ay)) crucially depends on A,. Roughly
speaking, there still exist three domains such as those in
Fig. 8 for a vanishing A4, but the size of domain II in
which a critical growth is stabilized reduces as A4, in-
creases.

These simulation results exhibit the specific role played
by the sulfur dioxide, SO,, in the existence of a large pa-
rameter domain associated with a porous growth. It
seems essential that poisoning species are produced local-
ly directly in the neighborhood of interfacial sites to en-
sure the development of a porous structure. It is then
necessary that the simulation model carefully describes
the dynamical evolution of the concentration in SO, in
order to account for the regulation of the layer growth.
Qualitatively, we interpret the stabilization of a porous
growth in the following way: a strong local growth of the

stopped growth

kA | - poisoned interface I
0
0.2 - -
compact stationary growth
Pr=RkA, I
O — —
0 0.25
d

FIG. 13. Bifurcation diagram in the case of a dynamically
controlled blocking probability p (x,y,t) for a negligible produc-
tion of SO, (¢ =0).
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layer releases an important amount of blocking species in
the neighborhood but it leads to the formation of a solid
finger pointing toward the solvent. Thus, the evacuation
of the poison through diffusion is much easier than in the
case of a plane interface. In other words, the ramification
of the solid structure increases the contact with the liquid
phase and facilitates the poison dispersion, which will en-
able a new growth process. We think that this feedback
mechanism ensures a stabilization of the marginally
stable state associated with the critical value of the block-
ing probability.

We wish to bring out the differences between our mod-
el and the self-organized depinning model [44—-47] (SOD)
introduced to describe wetting phenomena. In this last
case, the properties of the interface are governed by the
evolution of the height A (y) of each liquid column ac-
cording to an equation of Kardar-Parisi-Zhang [48] type.
In this approach, Gaussian white noises are used to
reproduce the properties of the random solid medium in
which the liquid front propagates. Local reorganization
rules are imposed to ensure the existence of
“avalanches.” The critical conditions associated with
SOD correspond to the directed percolation threshold
and not to the 2D percolation threshold as in our case.
We observe a self-organization into a critical state
through the simulation of an actual 2D dynamics based
on three elementary reaction or diffusion processes
without introducing specific rules or stochasticity
through external Langevin noises.

IV. CONCLUSION

The model we propose to mimic the passivation pro-
cess of a metal [1-18] is based on two different schemes
respectively associated with the description of the solid
and the liquid phases [22,23]. The formation of the solid
layer is simulated at a mesoscopic level that contains the
description of the interfacial fluctuations that are gen-
erated by the underlying microscopic dynamics. The
concentrations of soluble species in the liquid phase are
deduced using a macroscopic approach. Nevertheless,
the particular boundary conditions at the moving inter-
face couple the evolution of the two phases. The simula-
tion model allows us to study the growth dynamics as
well as the morphology of the resulting layer. We show
that a model that aims at the description of a morpholo-
gy change with the distance from the metal necessarily
includes the spatiotemporal description of the concentra-
tion in poisoning species.

Depending on the parameter values, in particular on
the production of poison during the growth reaction,
different asymptotic behaviors are reached. The interface
may be either totally poisoned or maintained in a state
associated with a permanent growth regime. Before sta-
tionary growth conditions are reached, a short transient
regime is observed during which a thin compact structure

2545

develops in contact with the metal. This result provides
confirmation of the existence of a primary layer that has
been invoked to explain some experimental data [4-9].

The simulation brings out the existence of a large pa-
rameter domain for which the system spontaneously
evolves toward the critical state. By way of contrast, we
should note, in the case of a constant blocking probabili-
ty, that the system evolves to a critical state only for a
single value of the parameter. When the spatiotemporal
description of the blocking probability evolution is intro-
duced, the same asymptotic growth regime is reached
over a wide range of parameter values leading to the for-
mation of a porous layer. The dynamics maintains the
system in marginally stable conditions very close to a to-
tal poisoning, which is never reached. It is necessary to
invoke a feedback mechanism in order to give account
for the regulation of the porous growth. The concept of
self-organized criticality [38—43] has been proposed to
unify such types of behaviors in open nonlinear spa-
tiotemporal systems. In the case we consider, it can be
viewed as a morphology-selection mechanism since it
promotes a porous growth.

The system restricted to the liquid phase possesses the
basic properties required to observe a natural evolution
toward a critical state. Actually, the liquid phase is an
open heterogeneous medium with many spatial degrees of
freedom interacting through diffusion. The couplings of
the liquid phase with the exterior, here the growing layer,
introduce spatiotemporal and nonlinear interactions.
The concentration of poisoning species near the interface
or, equivalently, the blocking probability of reactive sites
appears as an order parameter. Its flux, induced by the
heterogeneous boundary conditions, is nonuniform in
space as required in the general mechanisms leading to
self-organized criticality [42,43].

Another way of characterizing this phenomenon is to
point out that the system that operates in the vicinity of a
critical point has no inherent length scale. The spatial
structure of the layer has self-similarity over an extended
range of length scales. We determine the fractal dimen-
sion [29] of the inner layer structure and the properties of
its interface in contact with the solvent. We find with a
good precision the fractal dimension values predicted in
the frame of the classical percolation cluster growth mod-
el [26,27]. We also show that the fluctuations of the or-
der parameter, the blocking probability associated with
reactive sites, pg, follows a power law. The fluctuations
of pr behave as d ~ 7 where the control parameter d is the
diffusion coefficient of blocking species.

These different results prove without ambiguity that
the few elementary reaction and diffusion processes on
which the simulation model is based are sufficiently com-
plex to generate a spontaneous evolution toward a critical
state. We believe that self-organized criticality is a key
mechanism in understanding a class of passivation pro-
cesses occurring in the presence of poisoning agents.
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